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KR6288V2

KAYTUS

GPU

Intel: Up to 1x NVIDIA HGX-Hopper-8GPU
module, TDP up to 700W per GPU, AMD :
Up to 1x NVIDIA HGX-Hopper-8GPU
module, TDP up to 700W per GPU

Processor Support
Intel : 2x 4th or 5th Gen Intel® Xeon®

Scalable Processors, AMD : 2x AMD
EPYCTM 9004 Series Processors

Memory

Intel : Up to 32x DDR5 DIMMs(5,600 MT/s),
AMD : Up to 24x DDR5 DIMMs(4,800 MT/s)

Interface

Intel : Up to 10x PCIe Gen5 x16 slots. One
PCIe Gen5 x16 slot can be replaced with
two x16 slots (PCIe Gen5 x8 rate), AMD :
Up to 10x PCIe Gen5 x16 slots. One PCle
Genb5 x16 slot can be replaced with two
x16 slots (PCIe Gen5 x8 rate)

Storage

24x 2.5’ SSD, up to 16x NVMe U.2

Power Supply

Intel: 2x 12V 3200W and 6x 54V 2700W,
Titanium CRPS PSU with N+N redundancy,
AMD : 2x 12V 3200W and 6x 54V 2700W,
Titanium CRPS PSU with N+N redundancy

GPU A H

GPU

Intel : Up to 8x Dual-slot FHFL PCIe interface
GPU cards, and supports > 4 PCle 5.0 x16
slots, AMD : Up to 10x full-height full-length
double-width PCIe interface GPU cards

Processor Support

Intel : 2x 4th Gen Intel® Xeon® Scalable
Processors, AMD : 2x AMD 4th
Generation EPYC™ processors

Memory

Intel: Up to 32x DDR5 DIMMs(4,800 MT/s),
AMD : Up to 24x DDR5 DIMMs(4,800 MT/s)

Interface

Intel : Up to 8x Dual-slot FHFL PCIe
interface GPU cards, and supports > 4
PCIe 5.0 x16 slots, AMD : Up to 10x full-
height full-length double-width PCle
interface GPU cards

Storage

24x 2.5 or 12x 3.5-inch SAS/SATA drive bays
in the front, supports up to 16x NVME or E3.S

Power Supply

Intel : 4x 1600W/2000W/2200W/3000W
80Plus Platinum/Titanium PSUs, support
N+N redundancy, AMD : 4x
1600W/2000W/2200W/3000W 80Plus
Platinum/Titanium PSUs, supports N+N
redundancy

KR4268V2

KR2280V2

GPU

Up to 4 Double-width or
Up to 8 Single-width GPU

Processor Support

2x 4/5th Gen Intel® Xeon® Scalable
Processors, AMD : 2x 4th Gen AMD
EPYC™ processors

Memory

Intel : Up to 32 x DDR5 DIMMs(5,600 MT/s),
AMD : Up to 24 x DDR5 DIMMs(4,800 MT/s)

Interface

Intel: Up to 16 PCle expansion slots, including
1 RAID Mezz slot and 2 hot-swappable OCP 3.0
slots, AMD : Up to 8x PCIe Genb5 slots and 2x

hot-swappable OCP3.0 slots or Up to 4x dual-
width GPUs or 8x single-width GPUs Up to 4x

dual-width GPUs

Storage

12 x 3.5-inch SAS/SATA/NVMe drives or 24 x
2.5-inch SAS/SATA/NVMe drives or 25 x 2.5-
inch SAS/SATA drives(up to 4 x NVMe)

Power Supply

Intel: 2x
800W/1,300W/1,600W/2,000W/2,700W
CRPS standard PSUs with 1+1 redundancy,
AMD : 2x
550W/800W/1300W/1600W/2000W CRPS
standard PSUs with 1+1 redundancy
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GPU

Up to 8 onboard GPU Instinct MI300X
Accelerators

=2 GPU

Up to 10 double-width or 10 single-width
GPU

Processor Support

AMD:2x 4th Gen AMD EPYC™
processors

Processor Support

Intel: 2X 4/5th Gen Intel® Xeon®
Scalable processors

Memory
Up to 6TB 4800MT/s ECC DDR5 RDIMM

Memory
Up to 32 x DDR5 DIMMs(5,600 MT/s)

Interface

Up to 16 CPU-to-GPU Interconnect,
NVIDIA® NVLink® with NVSwitch™

Interface

Up to 16 PCIe Gen5 Switch Dual-Root,
,Intel® Xe Link Bridges,13 PCIe 5.0 x16

FHFL slot(s)
Storage Storage
Total 18, Total 16 bays 8 front hot-swap 2.5"

12 front hot-swap 2.5" NVMe drive bays,
x 2 front hot-swap 2.5" SATA drive bays,
x 4 front hot-swap 2.5" NVMe* drive bays

NVMe drive bays x 2

Power Supply
6x 3000W Redundant Titanium Level(96%)
power supplies

Power Supply
4x 2700W Redundant Titanium Level (96%)
power supplies

SYS-221H-TNR

GPU

Up to 4 double-width or 8 single-width GPU

Processor Support

Intel: 2X 4/5th Gen Intel® Xeon®
Scalable processors

Memory
Up to 32 x DDR5 DIMMs(5,600 MT/s)

Interface

4 PCle 5.0 x16 FH/10.5"L double-
widthslot(s), 2 PCIe 5.0 x16 AIOM slot(s)
(OCP3.0 compatible), 2 M.2 NVMe/SATA
slot(s)

Storage

8 front hot-swap 2.5"
NVMe*/SAS*/SATA* drive bay

Power Supply

2x 1200W Redundant Titanium Level (96%)
power supplies

(q)
o
c
(2]
m
A
<
m
P
O
(=)
)
-
O
(=)
r
=
o
(@)




CHRIME|O]|A S AT AE2|X| & O|O|E]

Nz

— VAST Data

VAST Data= Al/ML, 443 Al, HPC YI2EE ¢
VAST Data?l Z23HZ2 DASE(Disaggregated, Shared-Everything) O}7|EIXME 7|8t 2 AA |0,

00 2|9 SEdE 20|11 52 a1t 2ddE S0 MSELL.

ol

FZ|IXatE H0|E £F42 MSEL.

r

p3
o
o
[
-
<
—
o
<
[
<
(=]
o3
w
S
<
o
o
-
(2}
2
-
<

X gH &
HE|H £2M ClojE| B (ued) AER|X| 4l gj|ojE{ & Al QIE{ 20| = QI 2}

X Life Science COMMVAULT © splunk> & elastic VERTICA
[~* Finance kubernetes
veeAMm . Y. o aremi
® content SPGrk™ < tino @ dremio vmware
= wec £% rubrik T TensorFlow O PyTorch
e - e -
-7 -7 -7 -2
\V: \V; \V: \V;

VAST Data: 0{2] HIO|E{HIE{0]| U= HIOIZE 23 Ty ZHE

VAST QUAD SERVER / CL

VAST CERES DF-3060

CBOX(Controller)

4 x Stateless VAST Servers

DBOX(Eclosure)

Meta Data, Write Buffer(12 x 1.5TB Storage
Class Memory, U.2 NVMe), Data Store(44 x
Hyperscale Flash 30.72TB, U.2 NVMe)

DBOX(Eclosure)

Meta Data, Write Buffer(8 x 1.6TB Storage
Class Memory, U.2 NVMe), Data Store(22 x
Hyperscale Flash 61.44TB, E1.L NVMe)

I/0 Connectivity
Up to 8 x L00GbE or InfiniBand

I/0 Connectivity
4 x 100Gb Ethernet or EDR InfiniBand

1/0 Connectivity
2 x Single NDR or Dual NDR200O/HDR

(Active/Active I0 Modules)

Ports (BF-3) or Ethernet

CPU Capacity Capacity
128 x Intel Xeon 2.1GHz Cascade Lake 1,350TB/1,195TB 1,350/1,194TB

Maximum Scale Throughput Throughput
Up to 10,000 VAST Servers 40GB/s +50GB/s

Power Supply Power Supply Power Supply
2 x 1600W 1,200W 500W
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7800R3 Series

Switch Height

% 32RU

HEL3 ALK

7050CX3-32S

Switch Height

%/ 18RU

Ports

%[t 576 ports of 800G or
1,152 ports of 400G

720DT-24S

Switch Height

2RU

S Aristas 22 Etherlink

Ports

%|c 288 ports of 400G or
432 ports of 100G

Throughput

460 Tbps

Ports

64 ports of 800G or
128 ports of 400G

Throughput

230 Thps

. Feature

Non-blocking 460Tbps of system
capacity

o High density
10/25/40/50/100/400G Ethernet

e Wirespeed TunnelSec encryption at
10G-400G

e MACsec, IPSsec and VXLANsec

e Scalable to 576 wire speed 400G
ports

o -Ultra deep buffers up to 24GB per
line card

e Class leading latency of 3.5usec

e -14.4Tbps of fabric capacity per line
card

e Virtual Output Queues per port and
CoS to eliminate head of line
blocking

Throughput

460 Thps

- Feature

Non-blocking 230Tbps of system
capacity

o High density
10/25/40/50/100/400G Ethernet

e 288 wire speed 400G ports

o Ultra deep buffers up to 16GB per
line card

e Class leading latency of 3.5usec

e 9.6Thps of fabric capacity per line
card

o Virtual Output Queues per port and
CoS to eliminate head of line
blocking

Feature

e 2X performance for 7060X
Series(51.2Tbhps: 512 x 100G PAM4
Peregrine SerDes, Powerful new
SerDes help in supporting LPO
optics)

o Efficient and Scalable
Architecture(IPv4/v6, VXLAN and
advanced instrumentation)

o High Radix with flexible port
speeds(Up to 320 front panel ports
at 10G to 800G speeds)

o Cloud-optimized pipeline and
unified packet buffer(165MB
shared buffer, Absorbs bursts 10x
better)
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DX-M1 DX-H1 Quattro DX-V1 DX-V3
(Accelerator) (Accelerator) (SoC Type) (SoC Type)

|

Performance Performance Performance Performance

25TOPS 100TOPS 5TOPS 15TOPS

Type Type Type Type

Accelerator (M.2 Module) Accelerator (PCle Card) Application Processor Application Processor

Feature Feature Feature Feature

PCIe Gen3, ARM CPU LPDDR5 PCIe Gen3, ARM CPU LPDDR5 RISC-V CPU, ISP, LPDDR4, Video Codec ARM, ISP, DSP LPDDR5, Video Codec
=2 Process x| Process =2 Process Process

5nm 5nm 28nm 12nm

SDK

Resnet, PIDNet, Efficientnet, SSD, YOLO, EfficientDet, DeepLab

Model &
Framework TensorFlow, TensorFlow Lite, PyTorch, Keras, XGBoost, mxnet, DARK NET, ONNX

—
DXNN DXNN DXNN
Lite Pro Master,

Common Al Model Expression

Quantizer Optimizer Verifier

D

CPU CodeGen NPU CodeGen Simulator

Runtime

DX V1 DX V3 DX M1 DX H1

Hardware »»
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